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As agent behaviour often goes beyond purely reactive behaviour, 
nontrivial means are needed to understandably describe their 
behaviour. An attractive feature of intentional notions (cf. [3], [10], 
[11]) to describe agent behaviour is that these notions offer a high 
level of abstraction and have intuitive connotations. An agent 
decides to act and communicate based on its beliefs about its 
environment and its desires and intentions. These decisions, and the 
intentional notions on which they are based, generally depend on 
information just acquired by observations and communication, but 
also on information acquired in the past. 
The formal analysis of intentional notions in agents as performed in 
this paper can be compared to the study of animal behaviour. By 
field studies and experiments a biologist gathers a large amount of 
data on the actions of the animal in various situations. Based on this 
empirical data, explanations are designed of why the animal acts like 
it does, and then these explanations are tested in new situations. The 
approach followed in this paper is similar: based on a set of 
externally observed behaviour traces of another agent, notions such 
as beliefs, desires and intentions are attributed in such a way that an 
easy to understand explanation can be given of observed behaviour, 
and behaviour can be predicted. It is shown how, on the basis of 
formally defined criteria, the process of attribution can be 
automated, and built in as a capability of an agent. The agent 
designed in this manner is able to autonomously and dynamically 
attribute intentional notions to model other agents’ behaviour. 

In the formalisation introduced, externally observed behaviour 
traces of the agent are formalised as temporal sequences of the 
agent’s input and output information states. A temporal language is 
introduced to express properties on behaviour. In terms of this 
temporal language, formal criteria are identified that express when a 
(temporal) formula is an adequate representation of a belief, desire 
or intention describing an agent’s behaviour. These criteria are used 
in the implementation of a component-based agent architecture that 
indeed is capable of automatically identifying beliefs, desires and 
intentions of another agent based on observed behaviour. 
To be able to characterise internal representations in terms of 
external notions, temporal definability notions are formulated and 
related to each other, inspired by Beth’s Definability Theorem from 
classical logic (cf. [2], [8]). It is shown that assuming, among others, 
a Determinism Assumption, all representations in the agent are 
definable in terms of external notions.  
The formal analysis and implementation presented in this paper 
differs from the approaches in e.g., [3], [10], [11] in that it relates 
intrinsically internal notions to external notions, like observations, 
communications and actions. Criteria (necessary and sufficient) in 
terms of external notions are presented which a notion has to satisfy 
in order to be called a belief, desire, or intention. The criteria allow 
both for externally ascribing motivational attitudes to agents (that 
may not use any belief, desire or intention internally) by defining 
these notions in terms of the external behaviour of the agent, and for 
analysis of internal notions.  
Within multi-agent systems this allows an agent to observe the 
behaviour of other agents, to attribute justified intentional notions to 
their behaviour, and (partially) predict the behaviour of the other 
agents. For example, an agent responsible for the safe use of a car 
might learn to predict that a human standing on the edge of the 
pavement and looking across the road is probably intending to cross 
the road.  

The approach works well if the time frame is finite, or the natural 
numbers. But it will work also if the set of (non-discrete)  traces is 
restricted to those for which a more general property called finite 
variability (cf. [1]) holds: between any two time points only a finite 
number of changes occur, and after each change, a first time point 
exists for the new state.  
An approach that in some aspects is similar in perspective to ours, is 
that of [12]. They ascribe knowledge to so-called situated automata, 
which are processes that do not have any internal representation of 
knowledge. A process with a certain internal state v knows ϕ if ϕ is 
true in all environment situations which are possible when the 
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process is in state v. Our approach for ascribing beliefs is different; 
we relate belief to the acquired information on the environment. 
Furthermore, Rosenschein and Kaelbling give no account of desire 
and intention, which is a main contribution of our paper. The same 
holds for recent work presented in [13], which concentrates on the 
informational aspects, and abstracts from motivational and temporal 
aspects; actually, in [13] exploration of the temporal aspects, as 
presented above, is mentioned as one of the four items on the list of 
issues for future work. 
From a fundamental philosophical perspective the approach 
presented here provides a formalisation of views on the explanation 
of behaviour, as addressed informally in, e.g., [5]. From this 
fundamental  perspective the characterisations  introduced, provide a 
formally defined bridge between an agent’s mentalistic notions such 
as beliefs, desires and intentions, and materialistic notions such as 
observation and action performance in the world.  
From an application-oriented perspective, in the first place, by 
means of the implementation of a dedicated agent architecture it has 
been shown that the defined notions and criteria provide a well-
defined basis to develop applications of agents that monitor and 
interpret the behaviour of other agents.  
A second type of application of this work can be found in 
verification of agents internally designed on the basis of a BDI-
model. The criteria presented in this paper can be used to verify 
whether an internal representation, meant to represent some 
intentional notion, is a correct formalisation of such an intentional 
notion. 
As a third use from an application-oriented perspective, the results 
presented in this paper are relevant for Requirements Engineering 
for distributed and agent systems; e.g., [4], [6], [7], [9]. 
Requirements for agents often concern behaviour; analysis and 
specification of such requirements is a difficult process. In practice, 
specification of requirements for simple reactive  behaviour  is 
feasible, but if the behaviours become more complex, requirements 
specification becomes much harder. The importance of using more 
abstract notions in requirements specification, as opposed to the 
more directly formulated behaviour constraints, is also stressed in, 
e.g., [4]. Ideally, to support reuse of agents, the aim is to specify 
behavioural requirements without any reference or commitment to 
the internal structures or states of the agent. However, in practice, 
when specifying more complex behaviour, often not only reference 
is made to the dynamics of input and output states of the agent, but 
also to internal states. This may obstruct replacement and reuse of 
agents; if another agent is introduced it may have a different internal 
structure. One possible solution for this problem is to restrict reuse 
to agents with some comparable unified standard internal structure, 
for example a standardized BDI-structure.   
The solution that can be proposed on the basis of this paper is a 
different one. It is shown that to be able to use high level concepts in 
specification of behavioural requirements, it is not necessary that the 
agent actually possesses these concepts. The paper shows how these 
concepts can also be attributed from outside, and still have a formal 
definition in terms of the input and output states, as required within 
a principled Requirements Engineering process. This combines the 
best of two worlds: (1) requirements specification at a higher level 

of abstraction, and (2) not demanding a specific internal structure 
within the agents.  
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