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Abstract This paper presents a general framework for multilateral turn-taking pro-
tocols and two fully specified protocols namely Stacked Alternating Offers Protocol
(SAOP) and Alternating Multiple Offers Protocol (AMOP). In SAOP, agents can
make a bid, accept the most recent bid or walk way (i.e., end the negotiation without
an agreement) when it is their turn. AMOP has two different phases: bidding and
voting. The agents make their bid in the bidding phase and vote the underlying bids
in the voting phase. Unlike SAOP, AMOP does not support walking away option. In
both protocols, negotiation ends when the negotiating agents reach a joint agreement
or some deadline criterion applies. The protocols have been evaluated empirically,
showing that SAOP outperforms AMOP with the same type of conceder agents in
a time-based deadline setting. SAOP was used in the ANAC 2015 competition for
automated negotiating agents.
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1 Introduction

Multilateral negotiation is an important form of group decision making [2, 6]. In
many aspects of life, whether in a personal or a professional context, consensus deci-
sions have to be made (e.g., setting the agenda in a business meeting, and the time,
and location of the meeting). The complexity of multilateral negotiation increases
with the number of negotiating parties [16], and with the complexity of the negoti-
ation domain (see, e.g., [13]). The more complex the negotiations, the more human
negotiators may have difficulty in finding joint agreements and the more they might
benefit from the computational power of automated negotiation agents and/or nego-
tiation support tools.

For bilateral negotiation the main challenges are opponent modeling, bidding
and acceptance strategies have been extensively studied in the multi-agent commu-
nity [7]. The brunt of the work is based on the alternating offers protocol to govern
the interaction between negotiating agents. According to this protocol, one of the
negotiating parties starts the negotiation with an offer. The other party can either
accept or reject the given offer. By accepting the offer, the negotiation ends with an
agreement. When rejecting the offer the other party can either end the negotiation
(walk away), or make a counter offer. This process continues in a turn-taking fashion.

This paper presents a general framework for multilateral turn-taking negotiation
protocols, in which fundamental definitions and rules are described formally. Based
on this formal framework,we define twonegotiation protocols, namely StackedAlter-
nating Offers Protocol (SAOP) and Alternating Multiple Offers Protocol (AMOP).
In both protocols, negotiating agents can only take their action when it is their turn,
the turn taking sequences are defined before the negotiation starts. SAOP allows
negotiating agents to evaluate only the most recent bid in their turn and accordingly
they can either accept that bid or make a counter offer or walk away. By contrast,
in AMOP all agents bid sequentially and then, they vote on all bids iteratively (i.e.,
either accept or reject). Consequently, agents can see each agent’s opinion on their
bid. As a result, in AMOP the agents have a better overview of the outcome space
(e.g., which bids are acceptable or not acceptable for their opponents). On the other
hand, the communication cost is higher in contrast to the stacked alternating offers
protocol. SAOP was used in the ANAC 2015 competition for automated negotiat-
ing agents that was organized to facilitate the research on multilateral negotiation.
AMOP was developed as an alternative in which agents can get more information
from their opponents by getting votes from all agents on all bids made.

To see how well the agents perform in each protocol and to judge the fairness
of the outcomes, we implemented both protocols in Genius and compared them
empirically. The current results show that SAOP outperforms AMOC on the given
negotiation scenarios with respect to the social welfare criterion.

The rest of this paper is organized as follows. Section2 presents the general frame-
work for multilateral turn-taking protocols. The stacked alternating offers protocol
and alternating multiple offers protocol are explained in Sects. 3 and 4 respectively.
Section5 explains our experimental setup,metrics and results. Section6 discusses the
related work. Finally, we conclude the paper with directions to future work in Sect. 7.
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2 Formal Framework for Multilateral
Turn-Taking Protocols

Before presenting two variants of turn-taking protocols for multilateral negotiation,
we first introduce a general formal framework for specifying these protocols. The
framework consists of a number of general definitions regarding alternating offers
protocols for multilateral negotiations. In later sections where we present two turn-
taking protocols for multilateral negotiation, those concepts that are protocol depen-
dent will be revisited.

2.1 Basic Notation

The basic notions of a negotiation are the agents that negotiate, the bids that they
exchange, and the other actions that they can take during the negotiation.We use Agt
to denote a finite set of agent names, Bid to denote a set of bids over the negotiation
domain, and Act ⊆ Bid ∪{accept, reject, end} to denote a set of possible actions
that can be taken during the negotiation where end denotes that the agent walks
away. In this document tuples and sequences are used frequently. For any tuple or
sequence t and any index i ∈ N, let ti denote the i th element of tuple t , and similarly,
for any tuple, sequence or set t , let |t | denote the number of elements in t .

Definition 1 Round and Phase.
Rounds and phases within rounds are used to structure the negotiation process.
Although the structure of the phases differs over protocols, the concepts are defined
generally as follows:

• Round ⊆ N
+ is the set of round numbers. Rounds are numbered from 1 onwards,

if i is the current round, then the next round is numbered i + 1.
• Phase ⊆ N is the set of phase identifiers. Phases are numbered from 0 onwards,
if i is the current phase, then the next phase is numbered i + 1. The set Phase can
be a singleton. Let � denote the last phase, which is equal to |Phase| − 1.

• RPhase = Round × Phase, the first argument denotes the round number
whereas the second argument denotes the specific phase of that round.This depends
on the protocol at hand. In case Phase is { 0 }, then, for convenience, RPhase is
collapsed to Round only.

Definition 2 Turn taking.
Alternating offer protocols assign turns to the negotiating agents. Turns are taken
according to a turn-taking sequence.

• TurnSeq = Agt |Agt | is a sequence of agents, such that

– ∀ s ∈ TurnSeq ∀ a ∈ Agt, ∃i ∈ N
+, i ≤ |s| such that si = a and

– ∀ s ∈ TurnSeq ∀ i, j ≤ |s|: si=s j → i= j .
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• The function rpSeq : RPhase → TurnSeq assigns a turn-taking sequence per
round and phase. Its specification depends on the protocol.

• The function prev : RPhase × N
+ → RPhase × N

+ defines the previous turn in
the negotiation, that can be in this round-phase or a previous round-phase, specified
by:

prev(r, t) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

〈r, t − 1〉, 1 < t ≤ |Agt |
〈〈r1, r2 − 1〉, |Agt |〉, t = 1 ∧ r2 > 0

〈〈r1 − 1, �〉, |Agt |〉, t = 1 ∧ r2 = 0 ∧ r1 > 1

undefined, otherwise

(1)

To be able to specify what happened k ∈ N turns ago, we recursively define prevk :
RPhase × N

+ → RPhase × N
+ as follows:

∀x ∈ RPhase × N
+ :

prev0(x) = x

prev1(x) = prev(x)

prevn+1(x) = prevn(prev(x))

The conditions ensure fairness in protocols in the sense that every agent gets a turn
and no agent gets more than one turn in a sequence. In case the same turn-taking
sequence is used in all rounds and phases, this sequence is denoted by s. This is
true for the protocols SAOP and AMOP of the later sections. However, Definition2
allows more freedom.

Although the actions might differ over protocols, we introduce notions that are
general to all negotiation protocols.

Definition 3 Actions and allowed actions.
The functions action and allowedAction specify what actions agents take and what
actions they are allowed to take.

• action: Agt × RPhase → Act . The term action(a, r) denotes what action agent
a ∈ Agt took in round-phase r ∈ RPhase.

• allowedAct: RPhase × N
+ → P(Act). The function determines the allowed

actions per turn t at a given round-phase r . The function specification varies over
protocols.

Although protocols do not specify what actions agents take during the negotiation,
the function action is defined here, as the type action taken by the agents do have
an effect on the procedure as specified in Definitions5, and 6.

Definition 4 Deadline.
d : RPhase × N

+ is a predicate that denotes whether or not the negotiation deadline
has been reached. Its value is determined at the endof the current turn. Its specification
depends on the protocol.
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Examples of such criteria are round-based (r > Rdeadline), and time-based (t ime >

Tdeadline).

Definition 5 Agent ending the negotiation.
The predicate endP : RPhase × N

+ denotes whether or not an agent has ended the
negotiation. Its value is determined at the end of the current turn.

∀r ∈ RPhase ,∀t ∈ N
+ : endP(r, t) ↔ action(rpSeq(r)t , r) = end (2)

Note that, in typical protocols, the negotiation terminates as soon as one of the
negotiators walks away, i.e., takes the action end. However, there might be protocols
inwhich the other negotiatorsmight continue. In that caseDefinition7 that determines
whether a negotiation continues will have to be adapted.

Definition 6 Agreement.
For use in the next predicates and functions two predicates are introduced to identify
when an agreement has been reached and what that agreement is.

• The predicate agr: RPhase ×N
+ denotes whether or not an agreement is reached.

Its value is determined at the end of the current turn. The exact specification varies
over protocols.

• The predicate agrB : Bid × RPhase ×N
+ denotes the bid that was agreed on.

Definition 7 Continuation.
The predicate cont: RPhase ×N

+ denotes whether the negotiation continues after
the current turn. Its value is determined at the end of the current turn.

∀r ∈ RPhase ∀t ∈ N
+ : cont(r, t) ↔ ¬d(r, t) ∧ ¬endP(r, t) ∧ ¬agr(r, t) (3)

Definition 8 Outcome of the negotiation.
The function outcome: Round × N

+ → Bid ∪ {fail} that determines the negotiation
outcome at the end of the current turn.

outcome(r, t) =

⎧
⎪⎨

⎪⎩

undefined, cont(r, t)

fail, ¬cont(r, t) ∧ ¬agr(r, t)

b, t > 0 ∧ ¬cont(r, t) ∧ agrB(b, r, t)

(4)

Definition 9 Turn-taking Negotiation protocol.
A turn-taking negotiation protocol P is a tuple 〈 Agt , Act , Rules 〉 where Agt
denotes the set of agents participating in the negotiation, Act is the set of possible
actions the agents can take, and Rules is the set of rules that specify the particulars
of the protocol. It contains the following rules, or specializations thereof.

1. Turn-taking Rule 1: Each agent gets turns according to the turn taking sequences
of the protocol as specified by the definitions for rounds, phases, and turn-taking.

2. Turn-taking Rule 2: There is no turn after the negotiation has terminated, accord-
ing to the Termination Rule.
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3. Actions Rule 1: The agents can only act in their turn, as specified by the Turn-
taking Rules.

4. Actions Rule 2: The agents can only perform actions that are allowed at that
moment, as specified by the definitions for allowed actions.

5. Termination Rule: The negotiation is terminated after round-phase r and turn t
if ¬cont(r, t), as defined by the definitions for continuation, agreement, deadline
and agent ending the negotiation.

6. Outcome Rule: The outcome of a negotiation is determined by the definitions for
outcome and agreement.

The above definitions form the core of a formal framework for multilateral turn-
taking negotiation protocols. There are different ways to extend the bilateral alternat-
ing offers protocol to the multilateral case. The next sections introduce two variants
of this protocol: Stacked Alternating Offers Protocol (Sect. 3) and Alternating Mul-
tiple Offers Protocol (Sect. 4). Both protocols are specified by providing the detailed
descriptions of those predicates and functions that are protocol dependent.

3 Stacked Alternating Offers Protocol (SAOP)

According to this protocol, all of the participants around the table get a turn per
round; turns are taken clock-wise around the table, also known as a Round Robin
schedule [14]. One of the negotiating parties starts the negotiation with an offer that
is observed by all others immediately. Whenever an offer is made, the next party in
line can take the following actions:

• Accept the offer
• Make a counter offer (thus rejecting and overriding the previous offer)
• Walk away (thereby ending the negotiation without any agreement)

This process is repeated in a turn-taking clock-wise fashion until reaching a termi-
nation condition is met. The termination condition is met, if a unanimous agreement
or a deadline is reached, or if one of the negotiating parties ends the negotiation.
Formally, the Stacked Alternating Offer Protocol is defined by the following defini-
tions. We only provide an instantiated version of those definitions that are protocol
dependent, i.e., phases of the negotiation, turn taking, actions and allowed actions,
agreement, and the rules of encounter. Note that we only specify what changed in
those definitions with respect to Sect. 2. SAOP can work with any deadline, or no
deadline at all.

Definition 10 Round and Phase (Definition1 for SAOP).
The concept of Round is not changed, there is only one phase per round in SAOP,
i.e., Phase = {0}.
Definition 11 Turn taking (Definition2 for SAOP).
In SAOP the same turn taking sequence is used in all rounds. Let s denote that
sequence, thus for SAOP the set of turn-taking sequences is TurnSeq = {s}.
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The rules for turn taking are those specified in Definition2, i.e., each agent gets
exactly one turn per round, as specified by s. Note that, since there is only one
phase per round, instead of mentioning phases per round, in SAOP only rounds are
mentioned.

Definition 12 Actions and allowed actions (Definition3 for SAOP).
The function action is unchanged. The detailed specification of allowed Action:
RPhase × N

+ → Act is as follows:

allowed Act (r, t) =

⎧
⎪⎨

⎪⎩

Bid ∪ {end}, if cont(r, t) ∧ t = 1 ∧ r1 = 1

Bid ∪ {accept, end}, if cont(r, t) ∧ (t = 1 ∨ r1 = 1)

∅, otherwise

Definition 13 Deadline (Definition4 for SAOP).
Predicate d : RPhase × N

+ denotes whether or not the negotiation deadline has
been reached. Its value is determined at the end of the current turn according to the
following.

∀r ∈ RPhase ∀t ∈ N
+ : d(r, t) ↔ currenttime − negostarttime ≥ maxnegotime

(5)

The variables negostarttime andmaxnegotime are set per negotiation. For example in
the ANAC 2015 competition, the variables currenttime and negostarttimewere taken
from the system time of the computer running the tournament, andmaxnegotimewas
set at 3min.

Definition 14 Agreement (Definition6 for SAOP).
The predicate agr: RPhase ×N

+ denotes whether or not an agreement is reached.
The predicate agrB : Bid × RPhase ×N

+ denotes the bid that was agreed on. Their
values are determined at the end of turn. Their specifications are as follows.

∀r ∈ RPhase, ∀t ∈ N
+ : agr(r, t) ↔

action(sprev|Agt |−1
2 (r,t), prev

|Agt |−1
1 (r, t)) ∈ Bid ∧

∀0 ≤ i ≤ |Agt | − 2 : action(sprevi2(r,t), previ1(r, t)) = accept

∀r ∈RPhase, ∀t ∈ N
+ :

agrB(action(sprev|Agt |−1
2 (r,t), prev

|Agt |−1
1 (r, t)), r, t) ↔ cont(r, t) ∧ agr(r, t)

Informally, we have an agreement iff |Agt | − 1 turns previously, an agent made a bid
that was subsequently accepted by all the other agents. The agent that made the bid,
in the SAOP protocol, is assumed to find its own bid acceptable. In agr B that bid that
was made |Agt | − 1 turns ago, is set to be the agreed bid in the current round-phase
and turn.
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3.1 Example

Assume that there are three negotiating negotiation parties, a1, a2 and a3. Agent a1
starts the negotiation with an bid b1. Agent a2 can accept this bid, make a counter
offer or walk way. Let assume that she decides to make a counter bid (b2). Assume
that agents a3 and a1 accept this offer. As they all agree on this bid (i.e. b2 made by
a2 in the previous round), the negotiation ends, and the outcome is bid b2.

4 Alternating Multiple Offers Protocol (AMOP)

The AMOP protocol is an alternating offers protocol in which the emphasis is that
all players will get the same opportunities with respect to bidding. That is, all agents
have a bid from all agents available to them, before they vote on these bids. This
implemented in the followingway: TheAMOPprotocol has a bidding phase followed
by voting phases. In the bidding phase all negotiators put their offer on the table.
In the voting phases all participants vote on all of the bids on the negotiation table.
If one of the bids on the negotiation table is accepted by all of the parties, then the
negotiation endswith this bid. This is an iterative process continuing until reaching an
agreement or reaching the deadline. The essential differencewith the SAOP protocol,
is that the players do not override each others offers and the agents can take all offers
into account before they vote on the proposals. From an information theoretical
point of view, this is a major difference. The specification of this protocol asks for
detailed specifications of the protocol dependent definitions, i.e., on round-phases,
turn taking, actions and allowed actions, agreement, and the rules of encounter. Only
the changes are specified.

Definition 15 Round and Phase (Definition1 for AMOP).
The concept of Round is not changed. Protocol AMOP has one bidding phase, fol-
lowed by |Agt | voting phases, i.e., Phase = {0, 1, . . . , |Agt |} where 0 denotes the
bidding phase while for each i ∈ [1, |Agt |], i denotes the voting phase on the bid
made in the i th turn.

Definition 16 Turn taking (Definition2 for AMOP).
In AMOP the same turn taking sequence is used at each phase of all rounds. Let s
denote that sequence, i.e., TurnSeq = {s}.
Definition 17 Actions and allowed actions (Definition3 for AMOP).
We define the set of possible actions as Act=Bid ∪ {accept, reject}. The func-
tion action is unchanged. The detailed specification of allowed Action: RPhase ×
N

+ → Act is as follows:

allowed Act (r, t) =

⎧
⎪⎨

⎪⎩

Bid, if cont(r, t) ∧ r2 = 0

{accept, reject}, if cont(r, t) ∧ r2 > 0

∅, otherwise.
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All rounds starts with a bidding phase during which all agents make a bid in turn
specified by the turn sequence. The bidding phase is followed by a voting phase for
each bid on the table. This means that all agents first vote on the first bid that was
put on the table in this round, then all votes for the second bid and so on. During
each voting phase, agents take their turn according to turn taking sequence as defined
by the turn taking rules. During the voting phases, agents can only accept or reject
bids. That the votes in phase i , refer to the i th bid in the bidding phase is specified
indirectly by Definition18.

Definition 18 Agreement (Definition6 for AMOP).
The predicate agr: RPhase × N

+ denotes whether or not an agreement is reached.
The predicate agrB : Bid × RPhase × N

+ denotes the bid that was agreed on. Their
values are determined at the end of turn in voting phases. Their specifications are as
follows.

∀r ∈ RPhase ∀t ∈ N
+ : agr(r, t) ↔

r2 > 0 ∧ t = |Agt | ∧ action(sr2 , 〈r1, 0〉) ∈ Bid ∧ ∀1 ≤ i ≤ t : action(si , r) = accept

∀r ∈ RPhase ∀t ∈ N
+ : agrB(action(sr2 , 〈r1, 0〉), r, t) ↔ cont(r, t) ∧ agr(r, t)

In other words, we have an agreement at the i th phase of a given round-phase r ,
iff all agents in that round voted to accept the bid made by the i th agent in the turn
taking sequence s.

Definition 19 Continuation (Definition7 for AMOP).
The predicate cont: RPhase ×N

+ denotes whether the negotiation continues after
the current turn. Its value is determined at the end of the current turn.

∀r ∈ RPhase ∀t ∈ N
+ : cont(r, t) ↔ ¬d(r, t) ∧ ¬agr(r, t) (6)

4.1 Illustration

In Phase = 0, all players put an offer on the table (b1 by a1, b2 by a2 etc.). Note
that there is no restriction on the bids; agents are allowed to make the same bid as
others, or the same bid they made before. In the Phase = 1, all agents vote for the
bid made by a1, in Phase = 2, they all vote for the bid made by a2 and so on. When
all agents accept a bid during a voting phase, negotiation ends with this bid. Suppose
that all agents, for example, vote to accept bid b2, then the negotiation terminates at
the end of phase 2 of round 1. If there were more than 2 agents, then this implies that
the agents don’t vote anymore for bid b3.
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5 Experimental Evaluation

In order to compare the performance of SAOP and AMOP empirically, we incor-
porated these two protocols into the Genius [15] negotiation platform, that was
developed to enable researchers to test and compare their agents in various settings.
Genius serves as a platform for the annual Automated Negotiating Agents Compe-
tition (ANAC) [3]. Our extension enables Genius to run multilateral negotiations;
subsequently, the challenge of the ANAC 2015 competition was chosen to be mul-
tilateral negotiation.

A state-of-the-art agent, Conceder agent has been adapted for both multilateral
protocols. This agent calculates a target utility and makes an arbitrary bid within a
margin of 0.05 of this target utility. The target utility is calculated as targetUtil(t) =
1 − t0.5 where 0 ≥ t ≥ 1, t is the remaining time. This formula is derived from the
general form proposed in [8]. In this paper, we adopted the ANAC 2015 setup,
where three negotiating agents negotiate to come to an agreement within a three-
minute deadline. We generated 10 different negotiation scenarios for three parties.
Agent preferences are represented by means of additive utility functions. The size of
the negotiation domains ranges from 216 to 2304.

To investigate the impact of the degree of conflict on the performance of the
negotiation protocols, the scenarios tested in our experiment are chosen in such
a way that half of those scenarios are collaborative and the rest are competitive.
In competitive scenarios, there are relatively less outcomes which make everyone
happy. We ran each negotiation ten times. Each agent negotiates for each preference
profile in different order; that results 600 negotiations in total per each protocol (6
ordering permutations of 3 agents × 10 scenarios × 10 times).

We evaluated the protocols in term of the fairness of their negotiation outcome
and social welfare. For social welfare, we picked the well known utilitarian social
welfare metric [6], which is the sum of the utilities gained by each agent at the
end of a negotiation. For fairness, we adopt the product of the utilities gained by
each agents [12]. Recall that the Nash solution is the negotiation outcome with the
maximum product of the agent utilities. Table1 shows the average sum and product
of the agent utilities with their standard deviation over 60 negotiations per each
negotiation scenario. It is worth noting that the first five negotiation scenarios are
cooperative and the last five scenarios are competitive. As expected, the negotiations
resulted in higher sum and product of utilities when the negotiation scenarios are
cooperative.

When we compare the performance of two protocols with time-based conceder
agents in terms of social welfare, it is obviously seen that on average SAOP out-
performed AMOP in all scenarios. However, the average social welfare difference
between two protocols is higher in cooperative negotiation scenarios compared to
the competitive scenarios. We have similar results when we look at the average prod-
uct of agent utilities. The distinction between cooperative and competitive scenarios
became more visible for the product of agent utilities since there are a few outcomes
that can make everyone happy. The agents gained higher product of utilities when
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they followed SAOP. Similarly, the negotiation outcomes in SAOP are closer to the
Nash solution compared to the outcomes in AMOP. Based on the statistical t-test on
both the average sum and product of agent utilities, it can be concluded that the results
for SAOP with Conceder agent are statistically significantly better than the results
for AMOP with Conceder agent on the given negotiation scenarios (p � 0.001).

The potential reasons why the social welfare of the agents are higher in SAOP
compared toAMOP although they employ the sameConceder strategy stem from the
main differences between SAOP and AMOP. One of these is that according to SAOP,
the agents evaluate only the most recent bid in their turn whereas in AMOP, they
evaluate all bids made by all agents in the current round. Although it sounds more
fair to evaluate all bids made by all, the agents do not obtain a more fair outcome
in AMOP. This may stem from the fact that AMOP protocol is less time-efficient
protocol as it has the extensive voting phases in a round. Because they spend extra
time in the voting phase, the estimated target utility in each bidding phase may be
relatively lower than those in SAOP. That may be the reason the agents miss out on
some good solutions for all parties. That also implies that there are less rounds within
the same time period in AMOP compared to SAOP (3000 rounds Vs. 15000 rounds);
therefore, there is less time to explore the outcome space. That is, 9000 offers were
made during a negotiation in AMOP while agents made around between 22500 and
45000 offers in total in SAOP. As a future work, we would like test the protocols
in a round-based deadline setting to see how their performance would be when they
have the same number of rounds.

6 Discussion

The terms of multiparty and multilateral are used interchangeably in the commu-
nity. In this work, we distinguish them as follows. If there are more than two par-
ticipants engaged in the negotiation, it is considered a multiparty negotiation. This
engagement can be in different forms such as one-to-many, many-to-many or many-
to-one negotiations. For instance, William et al. propose a many-to-many concurrent
negotiation protocol that allows agents to commit and to decommit their agree-
ment [17]. Wong and Fang introduce the Extended Contract-Net-like multilateral
Protocol (ECNPro) [1] for multiparty negotiations between a buyer and multiple
sellers, which can be considered as multiple bilateral negotiations. In this work, we
define multilateral negotiations as negotiations in which more than two agents nego-
tiate in order to reach a joint agreement; in other words, all the negotiating parties
have the same role during the negotiation process (e.g., a group of friends negotiat-
ing on their holiday), and these negotiations might or might not be mediated by an
independent party that has no personal stake in the outcome of the negotiation.

The protocols proposed for multilateral negotiations in the multiagent community
mostly use a mediator [2, 5, 9–11, 13]. In contrast, this paper proposes protocols
for non-mediated multilateral negotiations. Endriss presents a monotonic concession
protocol for non-mediated multilateral negotiations and discusses what a concession
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means in the context of multilateral negotiation, see [6]. The monotonic concession
protocol enforces the agents to make a concession or to stick to their previous offer,
while our protocols donot interferewithwhat to bid, onlywhen tobid.The concession
steps suggested in that work require to know the other agent’s preferences except for
the egocentric concession step in which the agent is expected to make a bid that is
worse for itself.

A generalization of the alternating offers protocol, namely, a sequential-offer
protocol was used in [18]. Similar to SAOP, the agents make sequential offers in
predefined turns or accept the underlying offer according to this protocol. A minor
difference is that it does not provide a walk-away option for the agents as SAOP does.
The core of the work is a negotiation strategy that applies a sequential projection
method for multilateral negotiations. In that sense it cannot be compared to the work
presented in this paper, in which two multilateral negotiation protocols are proposed
and evaluated.

De Jonge and Sierra recently introduced a newmultilateral protocol inspired from
human negotiations, called the Unstructured Communication Protocol (UCP) [4].
Unlike the negotiation protocols discussed above, this protocol does not structure the
negotiation process. That is, any agent may propose an offer at any time and offers
can be retracted at any time. Agents can accept a given offer by repeating the same
offer. When all agents propose the same offer, this offer is considered an agreement.
There are some similarities between their protocol and AMOP such as the agents
can see multiple offers on the negotiation table and evaluate them. Compared to
AMOP, their protocol is more flexible. For example, in AMOP agents have to bid
in the bidding phase and have to vote in the voting phase, whereas agents in UCP
can remain silent and wait for the other agents. However, flexibility comes with a
price. Designing an agent having the intelligence to deal with the uncertainties in
UCP is quite a challenge: how do you decide whether the agent should bid or remain
silent? How do you know if another agent is still participating or whether it walked
away? What does it mean if some of the agents are silent? Although the protocol is
more natural from a human point of view, the situation is different: the agents lack
information that humans that are physically present in the same negotiation room
would have, such as body language, tone of voice, eye contact. Our point of view is
that if we would like to develop a multilateral negotiation protocol in which humans
and agents are to engage each other, then we should get the protocol as close as
possible to the human way of negotiating, like UCP, while realizing that developing
agents that can fully understand and act in such a heterogeneous setting is still a
Grand Challenge. If, on the other hand, we are aiming for agents-only negotiations,
then deviating from protocols that humans would use is quite alright, which opens
the door for mechanism design, game theory and, of course, strategy development for
the participating agents. The alternating multilateral negotiation protocols presented
in this paper, are motivated by the search for protocols for agents-only negotiations.
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7 Conclusion

In this paper, we introduce two extensions of alternating offers protocol for mul-
tilateral negotiations, namely Stacked Alternating Offers Protocol and Alternating
Multiple Offers Protocol. We provide formal definitions of these protocols based on a
general formalization for turn-takingmultilateral negotiation protocols. Furthermore,
we compare the performance of these protocols with time-based Conceder agents
empirically. Our results show that SAOP performed better than AMOP in terms of
social welfare and fairness of the negotiation outcome on the chosen negotiation
scenarios. Therefore, we make SAOP public to facilitate the research in multilat-
eral negotiation. In ANAC 2015 the participants developed negotiating agents for
three-party negotiation governed by SAOP.

As future work, we are planning to characterize negotiation protocols using prop-
erties and show to which extent these are satisfied by SAOP, UCP, AMOP, and other
(new) protocols. For instance, it would be interesting to investigate the effect of the
agents’ ordering in a given turn sequence on the negotiation outcome (e.g., whether
or not the first agent starting the negotiation has an advantage over the others). In this
work we used one type of agents in our evaluation of both protocols to ensure that we
are not, at the same time, comparing negotiation strategies. However, it is still an open
question what makes a protocol a good protocol. In future, we plan to perform more
systematic evaluations for properties that characterize negotiation protocols, such as
the speedwithwhich agreements are reached,more fairness aspects (beyond distance
to Nash Product, and ordering effects), scalability, robustness against manipulative
agents (e.g., truth-revealing), and communication overhead.
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