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ABSTRACT

Unreliable communication networks, chaotic enviremts and stressful conditions can make communicatiming
crisis events difficult. The current practice iflsts management can be improved by introducing $¢Stems in the
process. However, much experimentation is needdétermine where and how ICT can aid. Thereforeprepose
a framework in which predefined modules can be eoted in arad hocfashion. Such a framework allows for
rapid development and evaluation of such ICT systélrhe framework offers recognition of various
communication modalities including speech, lip moeat, facial expression, handwriting and drawiragyb
gesture, text and visual symbols. It provides maismas to fuse these modalities into a context dépen
interpretation of the current situation and gereeggtpropriate the multimodal information respon3$és proposed
toolbox can be used as part of a disaster andeesowlation. We propose evaluation methods, aodsfon the
technological aspects of our framework.
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INTRODUCTION

Crisis response and management involve the cobdioorof many people. To perform and coordinaté the
activities, they must rely on detailed and accunafi@mation about the crisis event, the environtreard many
more factors. However, it is difficult to constrstch globally consistent views of the crisis efentwo reasons.
First, the dynamic setting of such events is contahanging. Second, different people have défeéitasks and
roles to fulfill. Therefore, the information is &ky to be distributed piecemeal across geograghidaitant
locations. Moreover, the complexity of the crisiamagement organization in general makes it diffiand timely
to collaborate and verify the obtained information.

The lack of overview is not the only limiting factm adequate and timely response to crisis sitaati Acquisition
of detailed and accurate information about thasaguation is of key importance. Such informat@am be
collected from a variety sources including obsesyerscue workers and sensors. However, analypasbf
disasters, such as 9/11 and hurricanes Katrind&éady Moore (2006), points to communication disniting
factor in disaster response. Current approachesdalination of rescue and response activitieesfifbmn the
problem that information is neither current norwete. This can partly be explained by the natfiaisis
situations. The intense nature of crisis situatisrizelieved to result in short term memory lossfasion,
difficulties in setting priorities and making deoiss (Farberow and Frederik, 1978). These resdtaigmented and
badly structured communication or even leavingsaume relevant data.

The introduction of novel information and commutiica technology (ICT) in the crisis management dionaan
help to provide more detailed and accurate sitnadicerviews that are current and shared amongsiathgement
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levels. Since, in major disasters, communicatidrasiructure breakdowns are inevitable, commurocabietween
actors in the field and actors in the crisis cdrntemters can be improved by introducing recent #&Velopments
such as wireless communication (Moore, 2006). Hareghere is a huge gap between the current Situaticrisis
management organization and the possibilitiesatiaé from the use of ICT.

The research reported here focuses on investigatingh ICT methodologies can improve informatioigaisition
and exchange during crisis respond and rescudtgdiwVe believe that accurate and easy accesfoomation
can support better decision, planning and reasdningsis situation, and situation awareness efattors. In our
approach, we use selective introduction of novél Vithin certain parts of the crisis managementaoigation. For
this purpose, a flexible test (research) envirorrigeenecessary. This would allow us to change,@ad@move
devices, modalities, roles and functionalities Toavenient way, without having to spend a lotimiton the
reconfiguration of the test environment.

In this paper, we present such a framework forareteinto the use of novel ICT within crisis managat. We
discuss the framework from a technology point efaviWe present the proposed architecture and ffexatit
modules that are currently being developed. Wedacuthe communication between different actorgifferent
devices. Each of these modules regards a diffenedtlity (text, speech, visual language, gestwen,ipput and
face recognition), which allows us to determineakhdf the natural human communication channelsrarst
appropriate for a given situation. We discuss thétimodal integration of inputs and outputs. Furthvee elaborate
our plans to apply the framework in crisis situai@nd conclude the paper with a discussion omewtork.

RELATED WORK

In the years after September 11, 2001, effortexterage technology in crisis response and managemghasize
the development of more sophisticated planningrasdonse techniques. ICT plays a critical rolertprbve the
crisis response and management. Some attemptdkaxalone in exploiting Internet to provide a platf for
information access, communication and collaborafidre RESCUEproject with their testbe@BAMAS(Mehrotra et
al., 2004), allows users to send reports via aiwedsface using natural language messages. Thismyis able to
parse and analyze users’ input, classify crisisisvand create situation awareness. Y&8&C model also employs
a web interface (Otten et al., 2004). It allowsuggrs to share data about crisis situations adatoiss information
in real-time. An icon-based interface on handhe&ldicks for reporting observations has been devdlopératomir
and Rothkrantz, 2006). The system allows its useshare and merge icon-based topological maparnmaded
buildings using observations from individuals. Bystems reported above deal mainly with the comoatioin
with the user and focus on users in the field.dnt@ast, (Sharma et al., 2003) developed a multahfsxdmework to
facilitate decision making in control rooms. It doys input processing of natural gestures and $peemmands
for managing dynamic emergency scenarios on a digggay. The implementation supports collaboeatasks
among people present at remote sites with differentputing platforms, communication devices andvoet
connections.

The framework that is described in the remaindehisfpaper is not a particular system but a ptatfthat allows
the rapid construction and evaluation of multimdudamnan-computer interaction (HCI) systems. The &wawork
itself, the modules and the communication infragtice are described in the next two sections.

COMPUTATIONAL HUMAN INTERACTION MODELING: FRAMEWORK

We propose a framework in which modules are comakict anad hocfashion (see next section). We aim at
component integration that is independent of thaglability of modalities. Therefore, there is ncedeto recompile
or re-link the entire system when updating with ékailability of a new module.

The modules deal with HCI, the interpretation & tlser’s actions, the generation of appropriatearses and the
presentation of these messages. Each of the madidete to work in real-time. Furthermore, theuhand fusion
modules are designed to cope with noisy measuramierthe dynamic setting of a crisis event, duiiffgrmation
retrieval, the crisis response and management teamtsdeal with several sources of uncertainty n&peeous
speech input under stress, for example, adds prabdeich as additional nonverbal sounds, fragmaritethnces
and implicit references on top of the typical sperscognition uncertainties. As a result, deswipi
communicated that way may turn out to be ambigursieen irrelevant. Although this may be true facte
modality on its own, we believe that utilizing difent modalities to form a coherent picture ofditeation at hand
might be the right way to go to reduce both amhyjgand incompleteness. From such a view point eratfan
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adding complexity to the scene, the added (andlggssdundant) information from any modality iseseas
enhancing and complementing data from other maelslit

The variety of modules allows us to apply the franmek to support various roles within the crisis ragement,
including rescue workers, civilians and controlmooperators. A schematic overview of the systerhgbpports
multiple users is shown in Figure 1. Incoming réparre integrated by a Fusion Manager that createsv, up-to-
date global world model that is then sent backéortetwork and shared with the users.
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Figure 1 The developed communication system: multiodal, multi-devices and multi-users

Figure 2 shows our proposed architecture of a comization system for a single-user system. The muoitial
input for each user is combined and interpretatiénfusion component. This process includes inggpion of the
user’s affective state from facial expression anguistics content. The fusion here is local arelwlorld model is
referenced from the dialogue action manager (DAME DAM generates appropriate responses and thierfis
component displays these using synchronized magkalithe different components in our developed é&aork
architecture are explained below.
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Figure 2 The developed framework architecture forsingle user

Input Analysis

Audio-Visual Speech

To cope with significant background noise in crigisiations (explosions, police and fire brigadesxaour
architecture includes an audio-visual speech ratiogrmodule (Figure 3(a)). In our approach, featuare
extracted from the visual and audio modalities emmhbined into a common feature vector which is tleehinto a
set of HMMs. The number of visemes is much lowantthe number of phonemes present in a given lgggda
account for this we tied the states of the HMMtfeese phonemes for the visual stream. We use thé&idgquency
Cepstrum Coefficients (MFCC) (David and Mermelstdi®80) to parameterize the speech data.

Our module uses two approaches for estimating igwal/features: (1) estimating the shape of thetm(ip
contours and thickness) in time and (2) captutiregactual movement of the mouth using an optiocal hased
algorithm (Lucas and Canade, 1981). On the souarad (Figure 3(b)) are superimposed the lip areadnthe
cavity of the mouth not obscured by tongue anchteegreen, and the teeth area in blue (the blugimaare
highlighting the mouth region). Our current resbarcaimed at assessing the performance of ouversydioth for
clean audio-visual recordings, and for situatioherg there is significant noise in both the audio @sual
channel. A special case which we are to investigatiee performance of our system on emotional.data
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Figure 3 (a) Audio-visual speech recognition modularchitecture and (b) visual features extraction @ft below: mouth
shape estimation, right below: optical flow analys)

Gesture Recognition

With a combination of speech and pointing gestorekarge screens, speech-gesture interfaces ageialp useful
in control room situations (Sharma et al., 2003)ichresearch with reasonable results has beemebtai
restricted domains (Oviatt, 2003). Currently, we farcusing on pointing gestures only. Since we icemsan indoor
environment, we can assume semi-static backgroamdl€ontrolled lighting conditions. We take an epéybased
pose estimation approach, where each camera fiaomaripared to a number of examples in a databagppérand
Poel, 2006). Such an approach is convenient siitialization of the pose is performed automatigalloreover,
example-based approaches have the potential tggeposes in real-time. Open questions are thegprepcoding
of variations in image appearance in the datalitheeemployment of a context-dependent trackingralgn and
the handling of partial occlusion.

Face Detection and Facial Expression Recognition

Expression
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Figure 4 Time window oriented multi layer facial expression recognition model for video sequences

We aim at recognizing human emotions from videaisage data using various models (Datcu and Rottikran
2005; Wong et al., 2006). In the current approaehextract parametric information from face spagednsidering
temporal patterns of emotions during the transifiom neutral emotional state to the apex of eastingt emotion
(Figure 4). Viola&Jones features and AdaBoost di@sgViola and Jones, 2001) are use for face ct@in. The
Active Appearance Model (Cootes et al., 1998) exsranformation related to the shape and textureach detected
face and collects them as a set of Facial CharstitelPoints (FCPs). We employ Actions Units (A@i®m the
Facial Action Coding System (FACS - Ekman and Fened 975) to model six facial expressions (suckeals
happy, disgusted, angry, surprise and fear). Ea¢lt@dresponds to the temporal variances of dismheéveen
FCPs. We utilize a Dynamic Bayesian Belief Netwddssifier that uses the activation of AUs to retpg facial
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expressions. The data set is collected from selecti the Cohn-Kanade Database (Cohn and Kana@8)20
Different recorded scenarios are used to emphésizimfluence of the variance of light, occlusioaotation. The
true positive rates of six facial expressions redan using an SVM classifier are above 80% (Datnd
Rothkrantz, 2007).

Pen Input Recognition

Being able to convey spatial information reliatdyimportant for a crisis management system. Arciéffe way for
communicating spatial information is by using a pgarface, for example to annotate maps by spiecjfy
important geographical information or by sketchimual situations or events. This type of interfeae enhance
the efficiency of communication (Cohen et al., 199viatt, 2003). However, automatic recognitiorpeh-based
input still poses many problems (Willems et al.02)) especially when users are unconstrained igelsture
repertoire that they can use. An experiment has pedformed in which participants had to annotasg@smand
photographs in crisis management scenarios (FiurEhe resulting recognition systems had a perémce of
90.7% (Willems and Vuurpijl, 2006).

To improve the performance, we incorporate domamwkedge (using GIS data) and user task typesogticig
expected user inputs) in the decision processekample, if the trajectory of a pen gesture folldies street pattern
on a map, the gesture will most likely specify ateo In our current experiments, the task typeésiefined and not
yet dynamically provided by the DAM. Monolithic fieme classifiers are utilized for the pen inputogmition. The
classification result is combined with the contiebrmation in a Bayesian network (Jensen, 200¥)aé&ding
domain specific context knowledge, we expect tceh@mwmore robust pen interface.
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Figure 5 Pen gestures generated by participants. fiérent modes of pen input are represented here, sh as objects
(cars), routing (arrows) and marking gestures (croses and encirclements), and handwritten text.

Contextual Interpretation

Multimodal fusion is meant to provide the mechangdrbuilding coherent semantic structures from dgita
concepts. Although a collection of such conceptg bemambiguous and fragmented, it is, by its vextyure
contextually and temporally correlated. These ditarstics, together with the advantageous multiahod
redundancy may be used for coming up with cohepemtext dependent interpretation of the commuaitat
situation

The semantic fusion module consists of a parsecwiuilds concepts from various preprocessed inmdalities
on a workspace. This input is supplied by all thailable input modules. We have chosen to use lagibistic set
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of parsers offering the advantages of coping witbeutainties at the input, as well as the abibtattomatically
learn from (annotated) data. In tandem with thes@aran emergent self-organizing mechanism is deditp find
coherent structures from activated world model epte and parser input. Concepts from the list idtierg nodes
in Slipnet, an associative network of active cotsegin to that of ‘Copycat’ (Mitchell, 1993) ant@lHe Ear’s Mind
(Dor, 2007), may become activated by their ingtaran the workspace or by the activation of neadmnnected
Slipnet nodes. Activation may in turn influence thelding of structures among concepts on the wgaks, trigger
DAM for additional inputs, supply context for tharger, and finally, when enough structure cohergnocduce a
representation of the current interpretation offttsed modalities.

In addition to building concepts on the workspdbe,module attempts to relate existing structuté woth world
model slots such as location, event, and objentsuaer’s intention, such as question, directiteement, etc.
These are handed over to the DAM and may assisfarming feedback to the user. Other modules €fample
fission modules and the Fusion Manager) may corsuh of the local fusion instances and accessrisiective
data representations.

The centralized Fusion Manager processes everyymewbrted situation from all users and adaptgtbbal world
model accordingly. The world model is defined as tyeo-referenced layers that overlay one anothigraffie et
al., 2006). The first layer represents the dynasnittext, where a chain of temporal specific evantsa group of
dynamic objects in action at certain location ia orld. The second layer is the static context ribjaresents the
geographical information about the crisis locatibhe location of objects in the user’s environmanthe user’s
location itself at a certain time-range will be di$e capture the information to develop a crisisrgwvorld model.
A graph of the resulted aggregated world modeth#exd to all users in network.

Response Selection

In our proposed architecture, the multimodal DANEmprets semantic user inputs through the fusiahiaout
modules and selects appropriate actions to setitoser through fission modules (Bui et al., 208Tj (2006)
indicated that in a normal environment, input regbgn and interpretation errors can occur atalkls of the input
processing modules. In the crisis management cyritexsituation is worse due to stressful condgidrl herefore,
the DAM needs to infer the users' actions and tffestates from the evidences provided by theofushodules to
select the appropriate actions.

1. observed user's action
(dialogue act & semantic content) System System action
2. observed user's affective state belief state (dialogue act & semantic content)

Dialogue

Information State —‘ Action Selector §‘

Figure 6 DAM abstract's view for a single-user

The current version of the DAM for a single usdg(ffe 6) is implemented based on the Partially Olzdde
Markov Decision Process (POMDP) technique. Thibnéepe allows for realistic modeling the user'seffifve
state, intentions and hidden states by incorpayatiem into the state space. Concretely, the DAM@sses two
semantic inputs: the observed user's action (famgte the user's dialogue act and semantic cordgadtjhe
observed user's affective state. These inputseatet@ the Dialogue Information State (DIS) whichintains the
system’s belief state about the user. The belegéss constructed and updated based on a contaeeeof all
system-user interaction happened so far. The Dh$pates a new belief state from the previous bsligte, action,
and current observation. The computation resuhes processed by the Action Selector for the systetion
selection. The selected action is sent to the thseugh fission agents.

Information Presentation

The fission module supports information presentettr users present at remotes sites. The challisrigedeliver
the same content of information and provide theesaenvices using different sets of modalities fffecent
communication devices. The module uses templatggepresent a meta-model for semantic representafithe
system’s output based on the system’s action flenDAM (Figure 7(a)) for a specific user or muléplsers. The
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template selection takes into account the urgeftiyeouser’s tasks and the condition of the envitent. A parser
substitutes each variable in the selected tempkitey values from the current state of the world the DAM'’s
formulated semantic contents. For a verbal outpoegation, it uses information about the user’stemal state to
generate appropriate messages. A modality-basacizion provides methods to present informationgisi
selected available modalities. This includes syoitzation and scheduling of display presentatioitl gpeech.

We designed a map interface for supporting peofile geospatial information (Figure 7(b)) (Fitriargeal., 2006).
The interface provides icons, geometrical featursg,and photos for describing a crisis situatibime icons
represent objects and events in the world (for gamxplosions, ambulances, firemen). This reptasien is
chosen to support faster interaction, to reducetheiguity of the presented information and to jewa language
independent message. The geometrical features asuaitows, ellipses and rectangles, can be usegtesent an
area or for emphasizing an object, event or looatio the map. Text and photos taken with a camrerased to
present non-spatial information. A user test hanheerformed to determine whether users are abbptesent
ideas and concepts with an arrangement of iconseiirnental results showed that the iconic interfzene serve as
a communication means.

Dialog Action
DAM & Semantic Content - User-based
Adaptation &
World Model——m| Context Awareness
Speech - v
Language
Modality- Generation
Text - based -
Conversion Emotion
Adaptation
Presentation |
agent A
Map display |= Map Generation |[= 1 .
(a) (b)

Figure 7 (a) The schematic architecture of the outt fission and (b) the developed map interface

COMMUNICATION INFRASTRUCTURE

All modules are integrated using the iROS middlensystem (Johanson, 2002). The modules communvidtite
each other through a commewnent heapModules send events containing XML messagesaddap and other
modules can subscribe to receive certain typeseskages from the heap. One of the main advantages o
communication infrastructure is the fact that medutan be connected in ath hocfashion. On top of the iROS
system we have built a platform with tools to faate the development and integration of moduléguife 8). The
platform allows us to view all messages sent tchiegp and send messages manually at run-time.

As the system is designed to deal with multiplersiséth a range of different devices and networkrextions, a
special manager module is included to enhanceothiestness and flexibility of the core iROS systéwra multi-
user system, the same module can exist in diffénstances for different users. Messages can bessk to a
specific user or be broadcasted to all users. Tdwager can grant unique user IDs to address speasiirs. A user
device or module can temporarily become unavaildblteexample when an unreliable (wireless) netwirk goes
down. The manager adds an error recovery laydR@s5i, which distinguishes essential messages agahsing
messages. The latter ones are only relevant adfisptime and lose importance as soon as a nessage is
produced in the stream. They are therefore noestbp error recovery. However, the manager dossrerthat
essential messages are delivered to all intendsgieats.
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Figure 8 Architecture visualization in the testbedapplication

APPLYING THE FRAMEWORK: EVALUATION

Our framework offers a rapid development environtitercreate ICT systems that perform specific tasikisin the
crisis management process. The evaluation of gachework can be performed in two directions: (1¢valuate
the performance of a system built based on thedveork and (2) to assess the added value of sug$tens within
crisis management. In the current stage of researeliocus on the first direction.

We plan to evaluate our framework, with respechofirst direction, in two different methods. Tist method is
within a simulation environment. Modeling and siation plays an important role in testing a new tedbgy in
disaster setting (Robinson and Brown, 2005). Sitoulsoftware can be applied to a crisis contexprtvide a
virtual simulation environment for research or areiactive method for training and scenario tesiine field of
emergency response. One example is to have a sytsiéiaid rescue workers to indicate the locatibviaims,
construct maps of a damaged building and communitia¢ctly with fellow rescue workers. Such appiroattows
us to fine tune the complexity and performance rexland such systems. However, a simulation igduiin
realism, and participants in simulations are likelyoehave differently compared to real crisisaitins. Therefore,
as the second method, we propose to evaluate st@nsy in real crisis exercises to capture moréstieEaproblems
and requirements.

The evaluation of such framework, with respecti® decond direction, will allow us to determine hmeople use
the systems developed, and to assess whethemtipegvie the efficiency of a given task. Using sinbadasoftware,
the evaluation can aid in training the people toknwith the systems. While in real crisis exer@sgtings, it allows
us to see how people that experience stress usgstems, and how the application of the system @idnterferes
with the (traditional) crisis management process.

CONCLUSION AND DISCUSSION

The current practice in crisis management can Ipedaed by introducing ICT systems in the processwéler,
there is a huge gap between the current practicesis management and a situation that fully ddpeam ICT. We
expect that a careful introduction of ICT in spicfarts of the crisis management organization iwifirove
efficiency and performance. To determine which sashn be facilitated and improved, a lot of experiting is
needed. Therefore, we propose a framework thatstsr a set of modules that can be combined iadanoc
fashion to form a multimodal system. Such a systeenbelieve, can aid in crisis management. We disedi how
to evaluate the suitability of the system withiowarent crisis management environment.

The research reported here focuses on investiggi@igechnology for coping with the dynamic natofecrisis
environments together with a context dependentpnégation of input, relevant response selectiah appropriate
response generation. However, these do not addire$sll complexity of decision making, managemamd
coordination in such settings. We believe that #till too soon to rely on decision made by autiethaystems.
Therefore, our view about an ICT system is an agddiean that can improve the performance of crisisagement
organizations. Hence, the control should be stihiman hands. To support this, our proposal iredudirect
feedback to user inputs, allowing for verifying adtering information and ways for collaboratingoinmation. In
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our view, by collaborating information, obtainedalatill can be verified and updates by multipleiliigent
processes.

Crisis situations create complex environments fyr @isis management system. Unreliable commumicati
network and noisy (chaotic) environments makegihal processing hard to achieve robust recogn@fdruman
signals, which can hamper the contextual interfioetaf the input. On the other hand, users of auelistem (that
takes into account these signals) rely on accuanaderelevant information necessary for their tabksreover,
stressful conditions and mobile activities makaificult to interact with the system and perceilie provided
information. This imposes stringent demands onilisabf both input and output interfaces. Regagithese
issues, the focus of our current activities islmmassessment of the performance of the indivichaalules within
our developed framework and the performance ofithg limited, experiments with systems that aes&loped
using the framework.
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