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Introduction
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E-deliberation platforms

• E-deliberation platforms aim to structure 

(online) debates, by providing:
– Logic that supports reasoning;

– Voting procedures;

– Reputation mechanisms.

• Users and policy makers can use 

wisdom of the crowd for decision making 

or information seeking [2]

[2] Jeroen van den Hoven and Virginia Dignum, ‘Moods: Massive open online deliberation’. draft
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Shortcomings

• Overall, platforms are quite complete
– LiquidFeedback structured deliberation 

process
– Debate Hub very clear way of structuring the 

reasoning in the debate itself

• Drawbacks
– Wisdom of the crowd potentially leads to 

accepted but unacceptable decisions, so:
• No mechanism that supports social 

acceptance and moral acceptability [2]
– No differentiation fact and values
– No validation of facts

[2] Jeroen van den Hoven and Virginia Dignum, ‘Moods: Massive open online deliberation’. draft
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Our solution

•Combined best of both platforms:
– Structured debates

– Structured deliberation process

• Added ethical component that shows 

difference between:
– Social acceptance

– Moral acceptability

• Added mechanism where users can 

report unreliable sources or facts
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Deliberation process
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Stage 2 – Debates
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Methodology

• Facts 
– Differentiate facts from values
– Evaluation facts by wisdom of the crowd 

(Wikipedia method)[4]

• Social acceptance 
– Accept or refuse an alternative
– Preferential (majority/ minority) voting by 

Condorcet method [1, 5]

• Moral acceptability
– Modified Moral Foudation Questionnaire [3]
– Harm, fairness, authority principles

[1] David C Parkes and Lirong Xia, ‘A complexity-of-strategic-behavior comparison between schulze’s rule and ranked pairs’, in Proceedings 
of the 26th AAAI Conference on Artificial Intelligence 
[3] Jesse Graham, Brian A Nosek, Jonathan Haidt, Ravi Iyer, Spassena Koleva, and Peter H Ditto, ‘Mapping the moral domain.’, Journal of personality and 
social psychology, 101(2), 366, (2011).
[4] Wikipedia n.d. Wikipedia:editorial oversight and control. https://en.wikipedia.org/wiki/Wikipedia:Editorial oversight and control. Retrieved at: 26-05-
2016.
[5] Wikipedia n.d. Schulze method. https://en.wikipedia.org/wiki/schulze method. Retrieved at: 26-05-2016.
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Stage 3 – Social acceptance
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Stage 3 - Moral acceptability
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Stage 4 - Results
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Limitations

•No expert/ random panel for fact 

validation;

• No reputation score based on level of 

knowledge;

• MFQ survey modified and not validated;

• Privacy - transparency trade-off.
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Link to AI

• Sentiment analysis on content provided 

by the users to sense the atmosphere of 

the debate. 

• Machine learning techniques, for 

example validate facts by means of 

crowd-sourcing applications.
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Want to try it yourself?

Visit our platform at: 
https://mood.tbm.tudelft.nl/

https://mood.tbm.tudelft.nl/
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Questions?


